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ABSTRACT
We propose discriminative reward co-training (DIRECT) as an ex-
tension to deep reinforcement learning algorithms. Building upon
the concept of self-imitation learning (SIL), we introduce an imita-
tion buffer to store beneficial trajectories generated by the policy
determined by their return. A discriminator network is trained
concurrently to the policy to distinguish between trajectories gen-
erated by the current policy and beneficial trajectories generated by
previous policies. The discriminator’s verdict is used to construct
a reward signal for optimizing the policy. By interpolating prior
experience, DIRECT is able to act as a surrogate, steering policy op-
timization towards more valuable regions of the reward landscape
thus learning an optimal policy. Our results show that DIRECT out-
performs state-of-the-art algorithms in sparse- and shifting-reward
environments being able to provide a surrogate reward to the policy
and direct the optimization towards valuable areas.
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1 INTRODUCTION
Imitation plays a central role in the human learning process being
deeply rooted in the human brain [21, 37]. Therefore, imitation can
be considered essential for the development of human intelligence
[14]. Turing even suggested imitation to be a central capability on
which to test an artificial intelligence in the Imitation Game [50].
Cognitive science suggests that the ability to access memories vol-
untarily enabled humans to act out past or future events and take
control over their output by voluntarily rehearsing and refining,
gaining skills like reenactive play and imitation learning [14]. This
has also inspired new methods of reinforcement learning (RL),
where recent positive experience is used to guide the optimization
of an agent’s policy, also referred to as self-imitation learning (SIL)
[33]. Similar to human behavior, imitation is incorporated to im-
prove the exploratory capabilities [38]. This is especially important
for RL in real-world scenarios where precisely constructed and
smooth reward functions are not available [9]. In some instances
the reward distribution might even shift between training and ex-
ecution, a phenomena referred to as distributional shift which is
crucial to tackle in order to safely deploy RL models in the real
world [2]. The exploration of both sparse- and shifting rewards
have been shown to be challenging problems, especially for deep
(reinforcement) learning algorithms [49].
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In this paper, we address policy optimization in such challenging
reward scenarios and propose discriminative reward co-training
(DIRECT). DIRECT incorporates a self-imitation buffer to store
beneficial trajectories generated by former policies determined by
their return. A discriminator, inspired by generative adversarial
networks (GANs) [15], is trained to distinguish between trajecto-
ries experienced by the current policy and trajectories from this
self-imitation buffer. If the discriminator can easily discern between
the current policy and its former best deeds, we assume that the
current policy does not live up to its full potential and has still room
to improve. On the other hand, if the policy’s current actions easily
match with its best recorded experience, then the discriminator
needs to examine the experience samples more closely. This discrim-
inative instance thus can serve as an additional or even a surrogate
reward signal aiding the policy optimization towards self-imitation
of previously beneficial experiences. This guidance is especially
helpful for sparse reward landscapes and hard exploration problems.
Overall, we provide the following contributions:
• We propose discriminative reward co-training (DIRECT) to
shape rewards using a self-imitation buffer and the corre-
sponding update rule, a discriminator and the corresponding
training loss, and an accommodating training procedure.
• We show the directive capabilities and gained adaptability
to environmental changes of DIRECT within varying safety
gridworld environments.
• We provide benchmark comparisons against PPO, A2C, DQN
and SIL and show that DIRECT achieves superior perfor-
mance especially in sparse- and shifting reward settings.

2 BACKGROUND
Reinforcement Learning. We formulate our problem as Markov

decision process (MDP) [39]M = ⟨S,A,P,R⟩, where S is a (finite)
set of states 𝑠𝑡 ∈ S,A is the (finite) set of actions 𝑎𝑡 , P(𝑠𝑡+1 |𝑠𝑡 , 𝑎𝑡 )
is the transition probability function, and R(𝑠𝑡 , 𝑎𝑡 ) is the reward.
The reinforcement learning (RL) goal is to find a policy 𝜋 : S×A →
[0, 1], which maximizes the expectation of the return 𝐺 (𝜏) for all
trajectories 𝜏 ∼ 𝜋 .

𝐺 (𝜏) =
∞∑︁
𝑡=0

𝛾𝑡 · R(𝑠𝑡 , 𝑎𝑡 ) (1)

where 𝛾 ∈ [0, 1] is the discount factor. Furthermore, let the action-
value function 𝑄𝜋 (𝑠𝑡 , 𝑎𝑡 ) and the value function 𝑉 𝜋 (𝑠𝑡 ) of any
given action 𝑎𝑡 and state 𝑠𝑡 be the expected return following 𝜋 ,
starting with action 𝑎𝑡 in state 𝑠 and starting in state 𝑠𝑡 respectively.
[46]
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Policy Optimization. For the following, we consider 𝜋 , 𝑉 𝜋 and
𝑄𝜋 to be deep neural networks parameterized by 𝜃 . We furthermore
consider interactive training data in form of rollouts generated by
the current policy acting within a finite-horizon environment, i.e.
an environment that terminates episodes upon reaching a goal,
termination state, or a maximum of steps, or executed actions.
To learn an optimal policy 𝜋∗ for high-dimensional state spaces,
applying Q-learning updates [46] to 𝑄𝜋 , referred to as Deep Q-
Network (DQN), has been proposed [30]. Policy gradient methods
directly learn the policy parameters 𝜃 , where the gradient is given
by ∇𝜃 𝐽 (𝜋𝜃 ) = ∇𝜃E𝜋𝜃 [𝐺 (𝜏)] for trajectories 𝜏 generated by 𝜋𝜃 and
𝜃 can be updated via gradient ascent [47]. To enable updates using
policy rollouts of incomplete episodes, the incorporation of the
value network𝑉 𝜋 to build the advantage𝐴𝜋

𝑡 = 𝑄𝜋 (𝑠𝑡 , 𝑎𝑡 ) −𝑉 𝜋 (𝑠𝑡 )
has been proposed and is referred to as Advantageous Actor-Critic
(A2C), where 𝜋 represents the actor 𝑉 𝜋 represents the critic [29].
Further improving upon this concept, Proximal Policy Optimization
(PPO) builds upon Trust Region Policy Optimization (TRPO) [44]
introducing a surrogate to optimize the update size in order to yield
faster and more stable convergence [45]. The main PPO objective
is defined as LCLIP

𝑡 (𝜃 ) = Ê𝑡
[
min

(
𝑟𝑡𝐴

𝜋
𝑡 , 𝑐𝑙𝑖𝑝 (𝑟𝑡 , 1 − 𝜖, 1 + 𝜖)𝐴𝜋

𝑡

) ]
,

where 𝑟𝑡 is the action probability ratio between the current policy
𝜋𝜃 and the previous policy 𝜋𝜃𝑜𝑙𝑑 , taken from TRPO, and 𝜖 is a
hyperparameter controlling the clipping [45].

Reward Shaping. Motivated by the assumption that a reward
signal might not be optimally defined for an agent to learn the
intended behavior, Ng et al. [31] proposed to extend the given re-
ward by supplemental metrics, like the distance to a given target,
or, the estimated remaining time to reach the goal. This can be
applied to the extent, where the environmental reward signal is
completely replaced by the enhanced metric [31]. However, in con-
trast to the discriminative reward we propose, the construction of
reward shaping metrics often requires domain knowledge.

Intrinsic Rewards. Especially in sparse reward setting, e.g. if the
agent is only rewarded at the episode end instead of receiving
constant incentives, intrinsic rewards have been shown to yield im-
proved exploitative capabilities. Intrinsic rewards refer to a special
form of reward shaping, where the environmental reward signal
is complemented by an intrinsically motivated reward supplement
[4, 35, 43]. In contrast to conventional reward shaping techniques,
this intrinsic motivation can mostly be constructed without the
need for domain knowledge, e.g. by learning an internal model.

RL Safety. Applying RL methods to real-world problems while
considering safety requirementswithin the environment often plays
an equally important role as merely maximizing the expected return.
Leike et al. [24] therefore developed a suite of RL environments
that require an agent to act safely with regard to previously defined
safety problems. Current approaches for safe RL resemble the use
of a shaped reward, where domain knowledge is incorporated to
maximize safety in addition to the environmental return [1]. Dis-
tributional shifts represent a subset of said problems and a critical
issue within various machine learning applications [40]. They re-
fer to applying a learned model to a novel set of data containing
changes not included in the training data. [2, 24, 40]. To produce
policies that are robust to distributional shift, extending the training

samples by a more diverse pool of synthetic experience has been
to be shown helpful [27]. Within supervised learning, adversarial
methods have been shown to yield improved robustness against
out-of-distribution samples [25].

Adversarial Learning. Similar to the Imitation Game [50], adver-
sarial methods introduce an opponent or adversary, attempting
to fool the decision-making instance, typically a classifier, by in-
jecting adversarial samples. Adversarial samples refer to malicious
or noisy samples specifically designed to attack a certain model
[16, 23]. As many deep learning techniques have been shown to be
prone to adversarial samples, not performing as expected, failing
to classify them correctly, the adversarial counterpart has been
attempted to be integrated into the learning process [7, 19, 26]. In
general, adversarial methods have been applied to a wide variety
of learning tasks like co-evolution [13, 52], or testing [3, 51] and
recently gained further interest in data or image generation via
generative adversarial networks (GANs) [15]. The GAN objective
is given by the two-player minimax game

min
G

max
D

𝐶 (D,G) = E𝑥∼𝑝𝑑𝑎𝑡𝑎 (𝑥 ) [logD (𝑥)]

+ E𝑧∼𝑝𝑧 (𝑧 ) [log (1 − D (G (𝑧)))] ,
(2)

where 𝑝𝑧 (𝑧) is a random noise variable used as an input to the Gen-
erator to learn its distribution 𝑝𝑔 . Adding labels to the training data,
thus turning the procedure into a semi-supervised learning process
has also been shown to benefit the learning process and quality
of generated samples, as shown with conditional GANs (cGANs)
[28]. Applying adversarial architectures has been shown to im-
prove a learned model’s robustness against changing circumstances
[25, 48]. In addition to unsupervised tasks, like data generation,
and the methodological connections to Actor-Critic methods [36],
GANs have also been shown to be closely related to inverse rein-
forcement learning (IRL) and thus being applicable to those tasks
as well [11]. In contrast to RL, aiming to find an optimal policy
𝜋∗, IRL aims to find a reward function that best describes a given
trajectory of demonstrations and can be use to learn from experts,
using imitation learning [32].

3 RELATEDWORK
Even though many recent approaches tackling the difficulties of
learning from a sparse reward signal have been proposed, real-
world scenarios exist where a reward signal is not available at
all, or the goal is to learn from dedicated expert behavior. For
these scenarios, imitation learning approaches have been developed
[18, 20, 33, 42].

Generative Adversarial Imitation Learning (GAIL). Proposed by
Ho et al. [18], GAIL attempts to simplify the two-step IRL proce-
dure [32, 54] to imitate expert demonstrations. They introduce a
discriminator D𝜙 , parameterized by 𝜙 , similar to the discriminator
defined for GANs, but discriminating between actions taken by the
expert and actions taken by the policy 𝜋𝜃 to be optimized. From a
GAN’s perspective, the learned policy can be seen as the generator.
The GAIL objective is to find a saddle point of

LGAIL (𝜃, 𝜙) = E𝜋𝜃
[
logD𝜙 (𝑠𝑡 , 𝑎𝑡 )

]
+

+ E𝜋𝐸
[
log

(
1 − D𝜙 (𝑠𝑡 , 𝑎𝑡 )

)]
− 𝜆H (𝜋𝜃 ) ,



where H is the current policy’s entropy, as already used for IRL,
𝜋𝜃 is the learned policy and 𝜋𝐸 is the expert policy. In practice,
the expert policy is often represented by a dataset consisting of
trajectories 𝜏 . The authors suggest alternating gradient steps using
Adam on 𝜙 to increase Eq. 3 w.r.t. D and TRPO [44] on 𝜃 to de-
crease Eq. 3 w.r.t. 𝜋 . [18]. To further reduce sample-complexity, [22]
proposed to incorporate the discriminator off-policy. Furthermore,
the incorporation of a discriminator network has been shown to
provide a reward surrogate to be recovered using IRL, that is robust
to variations in the underlying domain [12]. DIRECT builds upon
this potential and uses the discriminator as a surrogate reward sig-
nal for improved policy optimization of challenging environmental
reward signals (like sparse or shifting) in safety requiring environ-
ments. As with humans, imitation is not only applicable to learn the
behavior from an expert, but also to improve one’s own behavior by
reaffirming rewarding experiences made in the past and trying to
achieve those again. However, besides the shared inspiration drawn
from GANs, GAIL is dependent on (expert) demonstrations in order
to learn a policy, while DIRECT is able to employ the concept of
self-imitation on former beneficial trajectories in order to learn a
policy, that maximizes the return of a given environmental reward
function.

Self-Imitation Learning (SIL). has been developed as an extension
of A2C, adding a buffer B that stores trajectories 𝜏 previously
encountered by the policy 𝜋𝜃 . Thereby, the policy is additionally
optimized towards beneficial recent behavior, i.e. trajectories with
positive advantage values, or, where the actual return is greater than
the estimated value. This extension has been shown to yield a deeper
exploration of the reward landscape than comparable approaches by
exploiting past experiences [33]. Similarly to experience replay [53],
Oh et al. [33] propose to extend the A2C framework by a buffer B
storing the policy’s previous experiences to be revisited. After each
rollout, the buffer is extended by the recently encountered states,
actions and cumulative rewards B = {(𝑠𝑡 , 𝑎𝑡 ,𝐺𝑡 )}. Policy and value
estimate are updated sequentially towards both the RL objective by
applying the on-policy A2C losses and past beneficial trajectories
stored in the experience buffer by applying the following adapted
A2C losses:

LSIL
𝑝𝑜𝑙𝑖𝑐𝑦

= − log𝜋𝜃 (𝑎𝑡 | 𝑠𝑡 ) (𝐺𝑡 −𝑉𝜃 (𝑠𝑡 ))+

LSIL
𝑣𝑎𝑙𝑢𝑒

=
1
2


(𝐺𝑡 −𝑉𝜃 (𝑠𝑡 ))+



2 (3)

where (·)+ = max (·, 0), is constraining updates of both the policy
and the value estimate to be only made for beneficial trajectories
(i.e., where the actual return is greater than the estimated value).
Despite being designed for A2C, SIL also applies to PPO [33]. Fur-
thermore, the concepts of SIL have been combined with advantage
learning paradigms and shown applicable to off-policy methods
[10]. Overall, both DIRECT and SIL use beneficial previous experi-
ence to improve exploration. However, DIRECT constructs a single
surrogate reward function that can be used for policy optimization.
In contrast, SIL incorporates those previous experiences in addition
to current experience. Thus, the policy is trained both with new
and good previous samples, but there is no intermediate reward to
incentivize the exploration of a sparse reward signal.

Generative Adversarial Self-Imitation Learning (GASIL). The com-
bination of GAIL and SIL, has been previously proposed with GASIL
to regularize the environmental reward signal and evaluated across
various control tasks [34]. Also, this slightly adapted reward func-
tion has been shown to be applicable to independent learning in
cooperative multiagent systems [17]. However, even though shar-
ing the inspiration, DIRECT presents a more elaborate combination
and integration of a discriminator into the policy optimization.
Therefore, we also propose additional hyperparameters to tune the
discriminative reward signal, that enable training with a purely sur-
rogate discriminative reward and no direct environmental feedback,
which fundamentally separates our work from GASIL. This more
advanced architecture also yields the opportunity for evaluating
DIRECT more precisely. In addition to a proof-of-concept, we are
therefore able to show the directive capabilities of the discriminator
as a surrogate reward function in safety critical environments with
sparse reward landscapes. Furthermore, we consider the impact of
DIRECT to the robustness and adaptability of the resulting polices
with regard to distributional shifts in the environment.

4 DISCRIMINATIVE REWARD CO-TRAINING
We propose an architecture called Discriminative Reward Co-
Training (DIRECT), as an extension of GAIL applied to self-
imitation. Figure 1 illustrates the components of the architecture
and their connection, which are formally introduced in the follow-
ing section. The overall DIRECT objective is defined as

argmin
𝜃

argmax
𝜙

LDIRECT (𝜃, 𝜙) ,𝑤𝑖𝑡ℎ (4)

LDIRECT (𝜃, 𝜙) = E𝜏𝐸∼B
[
log

(
1 − D𝜙 (𝑠, 𝑎,𝐺)

)]
+

+ E𝜏𝜋
[
logD𝜙 (𝑠, 𝑎,𝐺)

]
− 𝜆H (𝜋𝜃 ) (5)

Self-Imitation Buffer B. As suggested for self-imitation learning,
we use a buffer to store beneficial past trajectories 𝜏∗𝜋 that the agent
should reiterate. Beneficial state-action transitions are determined
by their discounted return they achieved when executed in the
environment. As illustrated in Figure 1, the self-imitation buffer B
is updated continuously while the policy 𝜋𝜃 is optimized and thus
generates new experience 𝜏𝜋 . Thus, the trajectories in the buffer
B are enabled to evolve, pushing the policy 𝜋𝜃 towards promising
areas. To survey this evolution of B and ensure its improvement
towards optimal behavior, we introduce the buffer reward as an
additional reward, reflecting the mean reward of the trajectories
𝜏B currently stored in the self-imitation buffer B . Also, we record
the number of successful buffer updates, where old experience is
replaced by improved and more recent behavior, we refer to as
buffer momentum.

DiscriminatorD. Inspired by GAIL and GANs, the discriminator
D is trained to distinguish between samples generated by the cur-
rent policy 𝜏𝜋 and buffer samples 𝜏𝐸 . Applying these concepts to
SIL, we do not require any expert behavior to be imitated. Thus, ex-
pert samples are replaced by samples drawn from the self-imitation
buffer 𝜏B , as specified in Equation 5, the discrimination in DIRECT
happens between former good experiences 𝜏B and experiences by
the current policy 𝜏𝜋 . As for GAIL, the discriminator’s target is
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Figure 1: DIRECT Architecture Following policy 𝜋 , the agent
executes actions 𝑎 in the environment as a result of observing its
state 𝑠 , receiving a reward 𝑟 for the actions’ consequences. Thereby,
the policy generates trajectories 𝜏𝜋 containing states, actions and
rewards. After every rollout, the return 𝐺 for each trajectory is
calculated, and the self-imitation buffer B is updated. Storing the
best 𝜅 trajectories 𝜏𝜋 , the discriminator D, parameterized by 𝜙 , is
then updated to differentiate between trajectories sampled from
the buffer 𝜏B and trajectories sampled from the current policy
𝜏∗𝜋 . The update frequency of the discriminator in relation to the
policy is given by 𝜔 . Ideally, the trajectories in B converge towards
expert-like behavior during the training process. Therefore, the
discriminator output can be used as a reward signal to update the
policy parameters 𝜃 , optimizing it towards good or even optimal
past experiences. Additionally, the hyperparameter 𝜒 can be used
to tune the mixture between the environmental reward and the
discriminative reward.

to label beneficial (expert) samples as “1” and samples generated
by the current policy 𝜋𝜃 to be optimized as “0”. Therefore, benefi-
cial behavior is rewarded by the discriminator D. As the samples
in the self-imitation buffer B are supposed to converge towards
optimal behavior throughout the training process, the discrimina-
tor D should be able to guide the policy optimization towards an
optimal solution. In contrast to GAIL which imitates an expert,
we attempt to maximize an environmental reward signal using
self-imitation. We therefore propose adding the accumulated envi-
ronmental return, already stored in the self-imitation buffer B, as
an input to the discriminator D. From a GAN’s perspective, this
addition is comparable to conditional GANs, adding labels to the
training data [28]. In contrast to GANs, however, we do not wish
to have a fast converging discriminator D, as the self-imitation
buffer B, where target samples are drawn from, gradually evolves
(hopefully towards optimal behavior) during the training process.
Thus, a discriminator that converged prematurely, i.e., towards
discriminating suboptimal samples as expert-like behavior, is not
intended. Therefore, balancing the inner and outer optimization
loops plays a more prominent role for training DIRECT than it does
for GANs or GAIL.

Policy Optimization. Overall, DIRECT can be seen as an exten-
sion of the components described above, applicable to any model-
free RL algorithm, providing an intermediate instance for process-
ing the reward signal passed to the policy optimization instance
(cf. Figure 1). Similar to reward shaping approaches, we expect
this extension to benefit the optimization by providing a smoother

reward landscape that is easier to exploit by the agent. This guid-
ance is especially helpful for sparse reward landscapes and hard
exploration problems. For optimizing the policy, we chose to use
Proximal Policy Optimization (PPO) [45], an approach shown to
be successfully applicable to a wide variety of RL problems. The
reward signal used by PPO to calculate the return after every policy
rollout as is calculated as follows:

𝑟∗𝑡 (𝑠𝑡 , 𝑎𝑡 ) = 𝜒D (𝑠𝑡 , 𝑎𝑡 ,𝐺𝑡 ) + (1 − 𝜒) 𝑟𝑡+1, (6)

where 𝑟𝑡+1 is the real reward (environmental reward) received by
the agent from the environment for executing action 𝑎𝑡 and 𝜒 is
a hyperparameter determining the reward mixture, such that for
𝜒 = 0, no discriminative reward is used and the algorithm exactly
resembles PPO. With 𝜒 = 1, PPO only receives a reward originating
from the discriminator without any access to the real environmental
reward signal.

Training procedure. To elucidate the proposed components, previ-
ously introduced and illustrated in Figure 1, Algorithm 1 shows the
training procedure of the proposed architecture for Discriminative
Reward Co-Training.

Algorithm 1 Discriminative Reward Co-Training
Initialize policy parameters 𝜃
Initialize discriminator parameters 𝜙
Initialize self-imitation buffer B ← ∅
for each iteration do

Sample policy trajectories 𝜏𝜋 by performing a PPO rollout
𝜏𝜋 ← [(𝑠0, 𝑎0, 𝑅1) , (𝑠1, 𝑎1, 𝑅2) , . . . , (𝑠𝑡 , 𝑎𝑡 , 𝑅𝑡+1)]
Calculate partial returns 𝐺 (𝜏) following Eq. 1
Update self-imitation buffer B, prioritizing samples via𝐺 (𝜏):
B ← [(𝑠0, 𝑎0,𝐺 (𝜏)) , . . . , (𝑠𝑡 , 𝑎𝑡 ,𝐺 (𝜏))]
Sample beneficial trajectories 𝜏B from B
Update the discriminator parameters 𝜙 , to maximize Eq. 5
Calculate discriminative reward 𝑟∗𝑡 following Eq. 6
Update policy parameters 𝜃 to minimize Eq. 5

end for

5 EXPERIMENTAL SETUP
Hyperparameters. Unless denoted otherwise we use DIRECT

with the following hyperparameters that have shown the best re-
sults in preliminary experiments:
• 𝜅 = 2048: a self-imitation buffer B size, that resembles the
rollout horizon of the used PPO implementation,
• 𝜔 = 1/2: in sparse reward settings resulting in concurrently
training D𝜙 and the 𝜋𝜃 , as the discriminator D is updated
with the samples from both the policy 𝜏𝜋 and the buffer 𝜏B ,
• 𝜔 = 2/1: in dense reward settings, due to the well-defined re-
ward signal a higher update rate 𝜔 allows for faster adaption
of the discriminator D, thus faster overall training,
• 𝜒 = 0.5 for dense reward settings, to showcase the ability of
DIRECT to create an homogeneous reward signal, and
• 𝜒 = 1.0 for sparse reward setting, to assess the prospects of
a purely discriminative reward signal.



(a) Training (b) Obstacle Shift (c) Target Shift

Figure 2: Evaluation Environment Variations with dense reward landscape adapted from [24] comprising an (7, 9) discrete
observation space with cells ∈ {𝑊𝑎𝑙𝑙, 𝐹𝑖𝑒𝑙𝑑, 𝐿𝑎𝑣𝑎,𝑇𝑎𝑟𝑔𝑒𝑡, 𝐴𝑔𝑒𝑛𝑡} and the action space A = {𝑈𝑝, 𝑅𝑖𝑔ℎ𝑡, 𝐷𝑜𝑤𝑛, 𝐿𝑒 𝑓 𝑡}. The goal of the agent
(blue) is to reach the target (green) rewarded without touching the lava (red). Both contact to lava and target fields terminate the episode
with a reward of +50 and -50 respectively. To incentivize shorter paths each step is rewarded -1 which is propagated to the agent directly in
the dense reward setting and upon episode termination in the sparse reward setting.

To benchmark DIRECT we use the PPO, A2C and DQN implemen-
tations by [41] with default PPO and DQN hyperparameters and
A2C hyperparameters as suggested by [24], as well as a SIL im-
plementation according to [33]. All implementations can be found
here 1.

Domain. We chose to evaluate the DIRECT using environments
from the AI Safety Gridworlds [24] adapted to OpenAI gym [5].
The environments used are shown in Figure 2. Training a policy in
the training environment (cf. Figure 2a) and evaluating the policy
within the Obstacle- and Target Shift environments (cf. Figure 2b
and Figure 2c) reveals the approaches’ robustness against distribu-
tional shift, which is considered one central problem to be solved
for safe RL [2, 24]. Beside this concisely crafted challenges, we
chose to evaluate DIRECT using the safety gridworlds, as they
allow for better interpretability and visualizations of resulting poli-
cies and the course of training. To assess the ability of DIRECT to
provide a surrogate direction to the policy optimization, we fur-
thermore added a sparse reward setting, where the agent receives
zero rewards throughout the episode and a final non-zero reward
at terminal states. Besides testing an agents explorative capabili-
ties and robustness against changes in the environment, the given
environments are also suitable for evaluating an agent’s safe explo-
ration capabilities, with the lava fields representing a safety risk
to be avoided, by analyzing the cause of termination. Agents that
cause more failure terminations by running into lava fields, either
during training or within unseen environments are arguably less
safe compared to agents terminating their episodes as a result of
reaching the maximum number of steps [2]. Terminating in the
target state using the optimal path yields respective returns of 42,
40 and 40. In any case, reaching the target state yields a return of
at least -52.

Metrics. As a performance metric for a policy’s behavior, we use
the average environmental return 𝐺 (𝜏) over 100 episodes (mean
return). In order to reduce the necessary compute, this metric is also
used to terminate the training upon reaching a threshold of 95%
of the optimal solution, i.e. a return of 40 in environment (2a), and
1https://github.com/philippaltmann/DIRECT

a return of 38 in environments (2b) and (2c). To assess the result-
ing policies, we run single episode, deterministic evaluations and
record the mean return, as well as the episode termination reason
of the trained policies. All of the following results are averaged
over eight runs with randomly selected seeds, trained in parallel in
four identical environments for a maximum of 1 million timesteps.

6 TRAINING
According to Figure 3a, both PPO and DIRECT are able to exploit
the dense reward signal and find optimal policies within 200k and
350k timesteps on average respectively. The delay of convergence
between PPO and DIRECT is most likely attributed to the dou-
ble optimization loop architecture, where first, the policy needs
to generate valuable experience to fill the buffer, before the dis-
criminator can be conditioned to produce a valuable reward signal.
Even though the reward signal is well-defined and dense, both A2C
and SIL get stuck in a local optimum around a return of -60. Poli-
cies within this reward range are not able to reach the target, but
cause an early episode termination by running into a near lava
field. Thus, both SIL and A2C are not able to produce any optimal
policies, which might be attributed to their short rollout horizon.
DQN shows even worse performance, only reaching average return
areas of -90 in the late optimization. The progress suggests that
DQNmight need a higher number of training steps in order to learn
an optimal policy.

Figure 4 shows the average discriminative returns after training
for all possible state-action combinations as in form of a heatmap.
In contrast to the environmental reward structure (c.f. Figure 2a),
that only rewards reaching the goal while penalizing steps and
contact to lava, DIRECT is able to learn an additional intrinsic
reward signal D that provides further incentive towards the target
in the top right while still avoiding lava fields. More specifically,
starting from the top left and following a policy that selects the
action with the highest immediate discriminiative reward, the goal
is reached via the shortest possible path.

Overall, DIRECT shows competitive performance in comparison
to the selected baselines. However, the real advantage of DIRECT
really becomes visible looking at the training process of the sparse

https://github.com/philippaltmann/DIRECT
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Figure 3: Training Progress within the dense (a) and sparse
(b) reward environments: the optimization progress for A2C
(orange), SIL (green), DIRECT (blue), PPO (purple), and DQN (red)
averaged over eight runs, with the number of steps taken in the
environment on the x-axis and the mean return on the y-axis. The
shaded areas mark the 95% confidence intervals, the reward thresh-
old of 40 is displayed by the dashed line.

environment in Figure 3b. While all other algorithms do not even
converge to the locally optimal behavior of terminating the episode
by running into the closest lava field, but produce policies that
yield average returns of about -100, all Discriminative Reward Co-
Trained policies converge to a near optimal behavior within under
650k timesteps of training. We attribute this superiority to the direc-
tive abilities of the discriminiative reward signal fostering improved
exploration capabilities of valuable experience. By employing the
concept of self-imitation DIRECT improves the optimization’s sam-
ple efficiency, i.e. requiring to experience fewer good episodes in
order to exploit optimal behavior.

The overall training performance of all evaluated approached in
both sparse and dense reward settings is summarized in Figure 5.
With all returns above the reward threshold, i.e. reaching the target
via the optimal path or at most two more steps, Discriminative
Reward Co-Trained polices outperform all all compared approaches.
PPO-trained polices perform second-best, with half of the polices
reaching into reward regions, where the target is reached. The
worse performance of the remaining policies is attributed to PPO’s
bad ability to learn from sparse reward signals. A2C-, SIL- and
DQN-trained policies did not converge to a target-finding behavior
at all. This superiority of DIRECT policies is also reflected in their
safety where all (100%) of the evaluation episodes terminate in the
target state and, in contrast to all compared benchmarks, no unsafe
behavior, i.e. failure terminations, is encountered.

Figure 4: DIRECT Reward Heatmap: Discriminative reward (cf.
Equation 6) on average over all runs after training in the Dense
Reward Environment.
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(b) Episode Termination: Percentage of episodes in which the agent
reaches the target (green), hits an obstacle (red) or runs into a timeout
(yellow).

Figure 5: Training Evaluation: Episode Returns (a) and termi-
nation reasons (b) of policies trained with A2C, SIL, DIRECT, PPO,
and DQN during deterministic evaluation in both the sparse and
dense reward settings of the training environments (cf. Figure 2a)

7 ADAPTATION
In the following section wewill evaluate the approaches’ robustness
to distributional shift. Therefore, we analyze their performance
environments where, in comparison to the training environment (cf.
Figure 2a), either the obstacles (cf. Figure 2b), or the position of the
target (cf. Figure 2c) has shifted. Again, with real-world applications
in mind, we will consider both dense- and sparse reward settings.
Due to its directing modifications to the reward signal, we expect
DIRECT to yield policies with improve stability and adaptability
even to shifting reward signals.



Shifted Obstacles. In this evaluation scenario, the target position
is the same as during training. However, the path that was shortest
during training now is blocked by lava. Thus, the agent needs to
adapt its behavior to reach the target successfully. To asses the poli-
cies robustness to a distributional shift of its surrounding environ-
ment, we evaluated all previously trained policies deterministically
in the shifted obstacle environment (cf. Figure 2b). The according
results are shown in Figure 6. All approaches achieve mean returns
between -100 and -50. This again highlights the susceptibility of RL
algorithms to distributional shifts. Overall, no trained policy is able
to find a way around the re-positioned obstacles ad-hoc. Therefore,
we decided to perform a refinement-training on the previously
trained polices to assess the underlying algorithms’ adaptability to
changes within the environment.
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Figure 6: Shifted Obstacle Evaluation: Episode Returns of poli-
cies trained with A2C, SIL, DIRECT, PPO, and DQN during deter-
ministic evaluation in both the sparse and dense reward settings of
the shifted obstacle environments (cf. Figure 2b)

Trying to adapt to the dense reward signals (cf. Figure 7a), all
algorithms converge to sub-optimal returns of around -50within the
first 400k timesteps. However, in contrast to all other approaches,
DIRECT is able to explore valuable regions of the reward landscape
and exploit them via self-imitation, converging to a mean return of
around 30 within the 1M timesteps The mean return indicates that
DIRECT is not able to find an optimal policies during the refinement
training. However, in contrast to all other approaches, DIRECT is
able to solve the scenario by reliably finding the target within 100
timesteps and without touching the lava.

Switching to the sparse reward setting (cf. Figure 7b), the per-
formance of most approaches drops to -100, where the episodes
most likely end with a timeout after 100 steps. Besides DIRECT,
SIL shows surprisingly good adaptability to the shifted obstacle,
converging to an average return of around ten throughout the
training process. This is especially surprising as the originating
policies were never able to adequately solve the training environ-
ment. However, DIRECT adapted policies again show even faster
convergence towards high reward regions. Interestingly, despite
the increased difficulty due to the sparse reward signal, DIRECT
shows even better performance than within the less challenging
dense reward setting.

Overall, evaluating the adapted policies deterministically (cf. Fig-
ure 8), only approaches incorporating self-imitation are able to
adapt to the environmental shift. In concurrence to previous work,
this finding demonstrates the superiority of self-imitation based
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Figure 7: Adaption Progress Shifted Obstacle: the adaptation
progress to dense (a) and sparse (b) reward settings averaged over
eight runs, with the number of additional timesteps taken in the
shifted environment on the x-axis and themean return on the y-axis.
The shaded areas mark the 95% confidence intervals, the reward
threshold of 38 is displayed by the dashed line.
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Figure 8: Adaption Evaluation: Episode Returns (a) and termina-
tion reasons (b) of policies trained with A2C, SIL, DIRECT, PPO, and
DQN during deterministic evaluation in both the sparse and dense
reward settings of the obstacle shift environments (cf. Figure 2b).



approaches in sample efficient exploitation of valuable experience
[33]. Again, in comparison, DIRECT policies yield superior safety
avoiding lava fields overall. All remaining approaches seem to suffer
from base-policies that are already set to the prior training environ-
ment, and therefore are less adaptable to the changes within the
environment.

Shifted target. Complementary to the environment inspected
above, the shifted target environment (c.f. Figure 2c) contains a
different target position compared to the original training environ-
ment but the obstacle positions remain unaltered. Thus, the agent
also needs to adapt its behavior. Again, we evaluated the policies
trained in section 6 within the shifted environment. As the results
resemble the findings of Figure 6, this plot is omitted.
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Figure 9: Adaption Progress to the dense (a) and sparse (b)
shifted target (cf. Figure 2c) environments: the optimization
progress averaged over eight runs, with the number of timesteps
taken in the environment on the x-axis and the mean return on the
y-axis. The shaded areas mark the 95% confidence intervals, the
reward threshold of 40 is displayed by the dashed line.

Looking at the adaptation progress within the dense reward set-
ting in Figure 9a, similar to the training, both PPO and DIRECT
reach areas of the return, where the target is reached. Again, pre-
sumably due to the delayed learning caused by the discriminator
optimization, DIRECT converges slightly slower. Furthermore, DQN
shows convergence toward target-reaching return regions, prov-
ing above hypothesis that its insufficient convergence within the
training environment can be overcome by further training.

This is even strengthenedwithin the sparse reward setting shown
in Figure 9b, where DQN shows second-best performance. Again,
the performance of stuck approaches drops to a mean return of -100,
while DIRECT is able to provide guidance towards the shifted target

and yields the fastest convergence and best performing policies.
Again, as seen in Figure 10, DIRECT policies excel the adaptation
performance of all compared approaches in deterministic evaluation
in the shifted target environment.

Overall DIRECT trained polices showed the best adaptability
to both shifted targets and shifted obstacles. They exceed state-of-
the-art approaches especially in sparse reward setting. However,
in contrast to the initial training, none of the approaches yields an
optimal policy.
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Figure 10: Adaption Evaluation: Episode Returns of policies
trained with A2C, SIL, DIRECT, PPO, and DQN during deterministic
evaluation in both the sparse and dense reward settings of the
shifted target environments (cf. Figure 2c)

8 CONCLUSION
In this paper we proposed discriminative reward co-training (DI-
RECT) to provide intermediate feedback in challenging sparse- and
shifting reward scenarios. We first introduced the DIRECT architec-
ture including a self-imitation buffer and the corresponding update
rule, a discriminator and the corresponding training loss, and an ac-
commodating training procedure. Our experimental results showed
the directive capabilities and gained adaptability to environmental
changes of DIRECT within varying safety gridworld environments.
The provided benchmark comparisons against PPO, A2C, DQN and
SIL showed that DIRECT achieves superior performance especially
in sparse- and shifting reward settings.

Even though outperforming state-of-the-art approaches in such
challenging scenarios, DIRECT’s advanced architecture, in some in-
stances, limits fast convergence. Therefore, further research should
consist of incorporating the discriminative reward more directly.
Also, techniques to ensure proper convergence and reduce the
risk of vanishing rewards to increase the reliability of DIRECT
should be considered. Therefore, mechanisms to steer the momen-
tum of the self-imitation buffer would be helpful. Also, an increased
diversity of samples within the buffer could improve the overall
performance. Employing a diversity measure could also incentivize
self conscious explorations of the environment without the need
for a reward function at all [8]. Overall, building upon DIRECT,
a broader machine learning framework based on imitation could
enable generalized real-world applicability, following multiple psy-
chological and philosophical movements that suggest that imitation
is the basis for human intelligence [6].
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